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ABSTRACT

Because research synthesic enables one to determine’

.e1ther the overall effectiveness of a particular’ treatment or the

relative effectiveness of different types of treatments, it is

becoming increasingly popular as a tool in program evaluation.

Numerous methodological problems arise, however, when research

synthesis is applied to studies conducted in field settings. The ‘

present paper categorizes and discusses these problems as being

threats to either the (1) internal validity (whether one can draw

conclusions about cause and effect), (2) statistical conclusion

validity (whether one's inferential statistics are capable of

"detecting cause—and—effeqt relationships), (3) construct validity

(whether one's treatments and outcome measures are valid

operationalizations of the independent and dependent variables of

interest), or (4) exterpal validity (whether one can generalize

results to particular Qopulat1ons, settings, or time per1ods) of

research synthesis (see Cook and Campbell 1979). Specific¢

recommendations are made for minimizing these threats to validity, in

order to improve the quality of research synthesis in program

evaluation. (author)
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- Abstract

—

Betause research synthesis enables one to determine either

" the overall effectiveness of a particular treatment or the

relative effectiveness of different types of treatments, it is

becoming inéreasingly popular as a tool in progfaﬁlevaluation.
Numerous methodological problems arise, however, when research
synthesis is applied to studies oonducted in field settings. The
present paper categorizes and discusses these problems as being
threats to either the (1) ;nternal validity (yhether one can draw
conclusions about cause and effect) (2) statistical conclusion
validity (whether one's inferential statistics are capable of

detecting cause-and-effect relationships),(3) construct validity

(wvhether one's treatments and outcome measures are valid

operationalizations of the independent ard'dependent variables of

2

interest), or (4) external validity (wh:ther one can generali-

results to particular populations, settings, or time periods) of

research synthesis (see Cook & Campbell, 1979). Specific
recommendations are made for minimizing these threats to

validity, in order to improve the qualify of research synthesis in

program evaluation.
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_Tﬁis‘paper addresses strategies for improving the quality

>

and utility of research synthesis in pyrogram ewvaluation. First,

T will describe the advantages of research synthesis over other

integrative techniques and will argue that these capabilities

make it particularly ‘useful for evaluating questions about

program impact. T will éugggst that one\ﬁay to promote.more
excellent progr;m evaluation is to improve the quality of
research synthesis. Just as we can use validity criteria to
improve éhe quality of primdry research, T will aﬂéug that we may
likewise improve the quality of research synthesis by confrolling
for threats to its val;dity. Finally, T will consider some
threats to the vﬁiidity of research synthesis and will éuggegt

specific means of avoiding these pitfalls.

The Strengths of Research Synthesis

Tn this papery T will use the term "research synthesis" to
denote a set of integrative tecﬂniques for combining the results
from independent empirical studies on a particular - -topic or
iséﬁe. Nther writers have used a variety of terms for research
synthesis, including meta-analysis (flass, 1975; Hunter, Schmidt,
£ Jéckson, 1982), quantitative review (“Tooper & Arkin, H°Q15,
statistical review (Arkin, “ooper, & Xolditz, 1989), integrative
review fNliver % Spokane, 1983%; Walberg & Haertei, 1980),
enpirical cumulation (Taveggia, 1974), data synthesis (Stock,

O%un, Haring, Miller, XKinney, & fCeurvorst, 1982), and evaluation

~—
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synthesis (“orra, 173%), Although the *terminology varies, all of

‘these integrative techniques emphasize a similar quantitative

¥,
«

approach to reviewing primary research. This generally involves

extracting from the ofiginél resea;ch'reports the posttest means

i
+

and standard deviat;ohg of treatment and control groups. These
\ .

statistics‘are then combined to obtain a standardized "effect
si%e," by subtracﬁ%ng the cont;ol groub's mean fromlth; ‘treaitment
group's hean and dividing the result by some estimgte of the
population standard deviation. T™his effect~size st%tistic

qubntifigs the magnitude;and direction of treatment effects in a
"commonwkehric" o?lséigggrd deviations, so that effect sizes can
be pooled and comﬂ;red across sStudies. By keeping track of
contextual variables .ﬁitﬁin primary studies, such as
characteristics of the éa;plg. the setting, the treatment. the
outcome measures. and the, research design, one can also search
for variables that moderate treatme;t effects:

This quantitativé approach has Histinqt advantages over
traditional methods of literature review. ‘For~g¥ample; the
traditional qualitative review is largely subjectivezﬁnd provides
1ittle or no statistical. information about the strengﬁh of
observed effects. Purthermore, other methods ;f quantitgtive
review, such as a simple "vote count" that categorizes étudies'
outcomes as positive, negative, or zero effects; can produce
misleading "no difference" conclusions, or Type II errors,

becruse of low statistical power (Hedges & Olkin, 1990; Light &

Smith, 1971; Light & Pilleﬁer, 19%4). Research synthesis allows

-



3

(RN

3

a more systematic investigation of the mean and variance of

effect sizes. Thus, the main xtrength of research synthesis is
that it provides a quantitative index of treatment effects

expressed in a metric that'is comparable across studies.

-

Research Synthesis ian Tmpact ®valuation
These capabilities make research synthesis a particularly
useful tool for impact evaluation. TImpact evaluation essentially

provides information atout a vrogram's effectiveness. This mnay

involve either f1\ questions about a programr's overall impact

- N

fe.g., Does the program work? 1Is it having its desired effect?k
Are there any unanticipated side-gggggiaZl.of—i%¥“qﬁé§¥i€ﬁ§?§g6;;ﬂﬂ
a‘program's relativeximpact (e.g., Hhat form of program is most
effective and most cost-efficient? How should the program be
implemented to maximize its effectiveness? For whom and in.what
settingS'doe§ the program work best?).

Tn addressing questi&ns'about 2 prqgrah”s overall impact,
research synthesis enables one to "boil 40wn" a get of primary
studies into a single index of +treatment ef?ecté. This
facilitates more effective cost-benefit analysis‘by quantifying
benefits for Program recipients in a standard unit that can be
meaningfully related to program expenditures. %ynthesiéing the
literature on school desegregation and black achievement. for

. ! .
example, "ortman and Bryant (1985) found an overall average
effect-size of +.70, This outcome represents a gain for

edesegrepgated students frelative to segregated students) of

roughly two months of growth in academic achievement on =a

(op]
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standardized test. Recause this expresses the magnitude of
intellectual growth in a unit that is m;re meaningful than the
number of points.on an achievement te;t, the'pélicy maker <an
better gauge the benefits of desegregation programs relative to
their financial costs.

Although research synthesis is helpful in determining a
program's-overall impact, it is perhaps most J;eful in addressing
questions about relative impact. 3Secause efgect sizes express
each study's results in a common metric, one can use research
synthesislto identify‘variables associated with stronger impact.
Furthermore, the evaluator can use research synthesis to

determine (a) the relative impact of a particular type of program

on different outcome measures or (b) the relative impact of

different types of programs on 2 particular outcome measure. As_
an illustration of how to determine A program’'s relative impact
on different outcome measures, 'essick and Jungeblut (1981)
synthesized research on the effects of coaching for the
Schalastic Aptitude Test and found that increases in verbal
scores required -more coaching time than equivelent increases in
math scores. As aﬂ illustration of how tv determine the relative
impact of different programs, Shadish (1992) synthesized research
on preventive child health care and found that specifice
interventions for specific probiems were more effective than
broad-scale interventions. Again, research synthesis improves
cost—bene}it anzlyses in these cases by making comparisons of

relative‘cost afficiency more meaningful.

[N



Improviné the Validity of Research Synthesis

Gfiven that research synthesis is a useful tool for

evaluating program impact, then one way of promoting more
excelleﬁf impact evaluation is to improve research synthesis.
Accoraingly, the remainder of this paper ;ddresses strategies for
improving the validity ,of research synthesis. CooE and Cgmpbell
(1Q795 have distinguished among four types of validity in primary
research-~internal, statisticé}rconclusion, construct, -and
external valiﬂity. Just as Cook ;n& Campbell (1979) have urged
rusearchers to use these validity criteria to improve ﬁrimary

research, ¥ am proposing that we also use these same criteria to

imp»ove research synthesis. j

Tnternal validity. Internal validity concerns the degree of
confidence that one has in drawing cond&usions abcut cause and
effect (Camnbell & Stanley, 1955; Cook & Campbell, 1979). As
with all forms of research, the cénclusions drawn from research
synthesis are only as good as the evidence on which they are
based. Tf all fhe studies included in the synthesis are
methodologically flawed, then the conclusions drawn from the
synthesis will lack internal validity.. Tor thﬁs reason, it is

important to keep track of threats to the internal validity of

i
each of the primary studies that are incluged in the research
saynthesisa, By coding studies for specific threats to their
internal validity, such as selection, maturaﬁion, history, and

instrumentation, one may systematically examine how these tlreats

influence effect size. For example, Wortman and Bryant's (1935)
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synthesis of research on school desegregation revealed that
studies which were judged a priori as having pnohleﬁs with'
selection bias had significantly greater effect sizes thén,those
-~ -without s;iection problems. Tf all the studies included in’the
synthesis suffer the same methodological élaw, however, it may be
impossible to determine how this particular threat influénces

~

effect size (Took & Leviton, 19303 JTackson, 1980), Yhen there is,

“

little or nqo variance in mé%hédological quality, one has no way

- %

of examining quality as an inﬂepenﬁent variable. 9One needs a
sufficient number of high quality studies to use as a baseline
against which to compare studies of poorer qualitf. Without this
high quality baseline. the internai validity of research
synthesis 1is suspect. Therefore, wben the }ange of
methodolégical quality in the primary studies is restricted %o
the low end of the continuum.‘one may increase the internal
validity of research synthesis by using only those studies of
relatively highef quality Bryant % Wortman, 1984%).

This represents a type of purposive éampling plan (Cook &
fampbell, 1979; Sudman, 1975), wherehy one chooses which studies
to include on the basis of their methodological ripor rather than
‘trying to insure representativeness. fOne's choice of sampling
stpatezy.in research synthesis may thus sometineSndePend on
whether it is more important to draw unequivocal conqiusﬁsns that
have limited generalizability o?‘equijocal conclusions that are
widely generalizahlé. T will reéurn to this notion of purposive
sampling when T discuss external validity in research synthesié.

v.‘\‘
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Statistical conclusion validity. “hereas internal validity

concerns the question of whéther édme aspect of the treatment

) \ - e
produced observed outcomes, statistical coneclusion validity

concerns the question of whether one's inferential statistics are
capable of detecting a cause-and-effect relationship (Cook &

Campbell, 1974q), Recent work on the statistical theory

-

underlying estimates of effect size suggesté several stratepies
for maximizing the validity of statistical conclusions in
research synthesis.

Tne w%v to imnroﬁe statistical conclusion validity in

research syithesis is to use estimators of effect size that have

less stntisl

/
estimntor 'of effect size by using the pooled within-groups

ical bias. Tor example, one can obtain a less biased

standard deviation as the unif of standardization in the
denominatora rather than using the control group's satandard
deviation, 1s is tynicaily done (Hedges, 1991, 1982; Hunter et
al., 1?QQ\. Furthermore, if the studies included have different
sample sizes, lhen one can obtain a more precise estimate of
overall treatment effects by weighting each studv's effect size
according to the size of its sample (see Hedpres, 1982, and Hunter
et 11., 1982, for formulas of weighted estimators’. Ather
investigators have develoned éroceduges te correct eatimates of
effect gize for unireliabllity in both the outcome measurea of the
primary studies Hunter et al., 1982) ag well 28 the coding of

variables in research svnthesiz (Nruyin * Cordray, 1085),

Specinl oroblems with statistical conclusion validitv/??ise



when the research litQrature being synthesized is quasj-

experimental (Rryant & Yortm)n, 10343. 1f *treatment and control

groups have not heen rapdomly assigned, then one cannot agssume
éhat these pgroups are efjuivalent at the pretest. Tn these
c1ses of selection bias, it max be unreasonable to use the
traditional estimate of effect size (Tohen, 1077;)61335, 1974,
%1ass, McBaw, % Smith, 1981), which assumes pretest equivalence.
However, if pretest measures are available, then one nmay
calculate an effect size for the pretest and use it to adjust the
vosttest effect%size for initial between-groups difrerences.
Wortman and Bryant.(1035\ have shown that this pretest-adjusted
effect size is a1 more accurate estimate of treatment effects in
qu=2si-experiments than is the #raditionnl posttest effect-size.
Another way to improve statistical conclusion validity in
reseirch svn*hesis is to imnrgve our procedures for identifying
relationgi..ps between independent and dependent variables.
Refore pooling effect sizes to calculate an overall e¢ffect-size,
for example, one can statistically test the homogeneity of
studieqa' outcomes see YMedges. 1987?; Hunter et al., 1982), TIf
one rejects the null hypeothesis that sampling errar alone
accounts for observed variation in effect sizes, %then it is
unliikely *tnat al?' studies come from the same underlying

population, and_one should digstrust a sinple overall effect-size.

e

,~Tf’66$ fails to reject thié null hypothesis, on the other hand,

then s impling error 1lone may account for observed variation in

effect sizes, and it may be unreasonable to search for variables

11
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that moderate treatment effects. ~Furthermore, when doing

multiple statistiggi gsmnnrisons in research synthesis, one

i

should either correct the alpha level for‘the per coriparison

error rate (Ryan, 1959) or use multivariate tests that do so

Marris, 1975%), to avoid the so-cglled "fishing problem" (Cook &

i Campbell, 1079). Resides avoiding Type I_errors of capitalizing
on chance, one may avoid Type TT errors tﬁat result from low

. s8tatistical power kﬂohen, jQVV\ Lty abstain}ng from research

synthesis all together when too few studies exist on the

particular topic (Cook * Leviton, 1949),
An additional problem involves the unit of analysis. in
regse2arch synthesis. Multiple outcbmes from 2 single study
. {e.r., multiple treatment or control groups, multiple dependent
measures, or measures taken at multiple points in time} must be

treated as being nonindependent. Thus one should either av«rage

multiple outcomes withln studies to compute an,overall effect—

s8ize or compare mul*iple outcomes within studies to search for

e

moderator *ariables (Handman & \Dawes, 1982),
_ A

fonstruct validity\ Construet validity concerns the degree

to which the particular treatments and outcome measures are valid
operntionnlizations of the constructs supposedly underlying the
independent and demendent variables (7ook & Campbell, 1979). To
improve construct wvalidity in research sinthesis. one should at
the outzet eoxplicitly specify the ranée of treatments,'compa;ison
grouns, and outcome menshres that will be considered relevant

{Rryant & Wortman, 12%4; "ooper, 1987), Furthermore, in
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order to avoid lumping together "apples and oranges" (Gallo,
1979; Wortman, 1982), one should consider different forms of
treatment‘sﬁpérately (Light & Pillemer, 1984) and should divide
studies into clusters according to the measurement instrumentse
used (Feldman, 1971). Previous theory and research may Ye useful
in deciding how to stratify treatﬁents and outcome~measures.
For example, a recent synthesis of research on age differences in
subiective well-being (Stock, Nkun, Haring, % Yitter, 1983)
combined into one global index five related types of outcome
measures--life satisfaction, happiness, morale, quality of life,
and well-being. Recent theofy and research on subjective mental
health fB?yant & Veroff, 1684; Veit & Ware, 1983), however,
sugpest that these are clearly distinct constructs that should be
considered separatelv.

';perﬁaps the most serious threat to the construct validity of
research synthesis is the difficulty of assessing the sgrength or

"dosage" (Nuay, 1977; Sechrest, West, Phillips, Redner, & Yeaton,

«

- 1979) of the treatment. Nften one only finds significant main
. )
K/. eftfects or interactions when the appropriate levels of

independent variables have been implemented (fooper & Arkin,
v 10984, For examPIe. pfograms_desianed to promote preventive
health behaviors by-arousing fear may only work when they elicit
modernte levels of fear and may be relatively ineffective wnen
they involve either low or high levels of fear /Tanis & Feshbach.

1953}, This sugpests that research synthesis should incorperate

qualitative information about the strength of the treatment as
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implemented in the primary studies fLight % Pillemer, 1984;

Yorra, 1933), This would enable us to distinguish studies

involving stronger treétments from studies inyo}ving milder

treatments and to specify the level at which a particular

treatment works best. ) //

J
_/A related strategy for improving construct, validity in

/

Pz
}ééearch synthesis is +to decompose the "treatment package™

////fQuay, 1977) into its éomposite constructs. This involves

identifying different conceptual componenté of a particular
treatment progfam and keeping track of the levels at which each
of tﬁese componé%ts has béen implemented across.stpdies. This
apprpach enables one to pinpoint the specific ingredientsc§haﬁ
maximize a program's impact. Synthesizing research ‘on hospital
patient education programs, “for example, Devine and fook (1983)y

identified three common components of treatment interventions:.

(1) providing patients with information about medical procedures,

(7Y attempting to increase patients' feelings of control, and’ (3)

attenpting to reduce patients' levels of anxiety. The programs
’

most effective in reducing length of stay were th?se that
incorporated all three of these components; programs that

s
involved only gﬁe or two of these components were less effective.

/
This illustrates how decomposing a treatment into its composite
constructs can help us specify precisely which of these

constructs~ are responsible for A program's effectiveness.

Fxternal validity. External validity concerns the degree of

confidence that one has in generalizing results to different

/

14

/
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populations, settings, or time periods (Campbell & Stanley, 1955;
CTook % “ampbell, 1979)2 Extérnal vaiidity is especially
problematic in research synthesis because there is no single
dffinitive list of all existing studies on a given topic.. This
typically precludes an ex;;ustive sampling of all exXisting
studies and preventes one from determining the representativeness '

of one's fiual sample of studies (Feldman, 1971).

Tn discussing internal validity, T suggested that one may

decide to sample only studies of relatively higher methodological —
N "/ -
quality when the range of design quality is restricted Eg/jhe/fgw

B ot

end of the continuum and one wishes to glgge more weight on
internal validity than 9n_exf§§;a1 validity. T will now propose
two othef‘fyﬁes‘of purposive sampling strategies that can be used

in research synthesis.

The first purposive sampling strategy is to sample for modal

-

instances (Cook % fampbell, 1975; St. Pierre & Cook, 10814).

This involves limiting the sample of studies to tgose using the .
most widely representative populatibns, settings, or forms of
treatment implementation. This sampling plgn provides program

developers with information that is generalizable solely to the

cases that are most typical." The task here is to define the

variables across which one wishes to generalize and then to
select instances at the mode of each of these variables (St.
Pierre * Gook, 1934). 1TImagine, for example, that one has

been commissioﬁed to synthesize research on school desegregation

» )

Q . :15

for the legislature of a particular Yew England State. Tu this
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case, one might decide to sample only studies of two-way cross-
district busing programs in large, urban settings, if this was

the modal instance for the particular state.

Another type of purposive sampling strategy is to sample on 3

-

“implementation (Mook * Tampbell, 1979; St. Pierre %, Cook, 1984).

This involves selecting only studies in which the particular
program is deQéloped and mature enough to be well-implemented or
to bei transferable from one location to another. For example, in

synthesizing research on alternative health care programs for

state-subsidized nursing homes, one might decide to include only
studies of programs that cne feels have been &eveloped clearly:
and fully enough to be transferred to the particular sités~qge

has in mind. Alternatively, one may chose to sample only studies

in which the program has been eifher.particularly well~
implemented, moderately well-implemented, or poorl& implementedé
to determine how well it works at ﬁifferenf levels o%
implementation. This re;resents one way q? incorporating cruciai
qualitative information about the integrity or fidglity of the
treatment (fottfredson, 1984 Quay, 19773 Sechrest et al., 197%\.

f

As is the case with primary researlfch. the ultimate test /of
the external wvalidity of research sfnthesis is independJLt

!
replication. Thus, in the long rupn, 'the best way to enhance

external validity in research synthesis may be to improve khe

ability of others to duplicate (1) ogm procedures for selec#ing

relevant studies and relevant comparisons within studies and[(23

! i
our criteria for coeding quantitative and qualitative information
P &

S
- e ~—— . i

s, : [ —
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. —-Are, However, other potential threats to validity in research ‘

14 ,.

from primary studies. One gtrategy for improving replicability -
is to make explicit the many subjective judgments that one must
necessarily make in research synthesis (fooper, 1982; Ho}tman &
Bryant, 1995). Without knowing the specific criteria by which é
particular resegrcher has resolved these_inevitable

uncertainties, independent replication remains impossible.

Another way to enhance the external validity'of research
synthesis 1is to estabiish formal,archiv;s of published and
unpublished reports on selected topics. Tn fact, this is
currently being done in the field of education by the ®ducational

Resources Tnformation fenter f%RIN). This helps to promote

independent reanalyses by providing others with a comparable

~sample of studies for research synthesis.

Perhaps the most efficient method of improving éxternal
validity, however, would involve making public the actual raw
data from. research synthesgs. Tust as archiving primary research
data facilitates mofe effective secondary analysis (Bowgring,
1984; Bryant & Wortman, 1978), so may archiving the data from
research synthesis promote more valid reanalyses o? the same
data base (Bryant % 'ortman, 19%4i ’ ’

Tn conclusion, T have argued that we can improve the quality
of research synthesis by controlling for threats to its internal,
statistical conclusion, construct, and external validity. T have\
considered majior thre#éé to each type of validity and have \\\

suggésted gpecific strategies for avoiding these pit?alls. There \\\\
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syﬁthﬁgis abaout which we know very lLittle. For example, small
sample sizes reduéé Statistical power and undermine spatistical
conc]u;ion validity (“ook & Campbell, 1979); however, no formal
rules have been éstablished for deciding on the minimum number of
studies required for research synthesis. FTuture work should
explore whethe{ power curves (Cohen, 1977; ¥eldt & Mahmoud, 1958)
for determining the number of subjects to include in primary
research can be used to~Qetermine the number of ?tudies to
ipclude in research synthesis (Rryant £ Yortman, 19%4), in
addition, we know very 1little about how artifacts such as
sampling error influence estimates of effect/size. Monte Carlo
"simulation" studies are clearly needed to test the

susceptibility of statistical procedures in research synthesis to

Type T and Type 1T errors. Nnly by carefully considering sources

"of error and bias in research synthesis can we vaximize its

ability Lo provide us.with valid conclusions.

18 :
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